Predicting the Performance of a
Spatial Gamut Mapping Algorithm

Arne M. Bakke, Ivar Farup and Jon Y. Hardeberg
Gjavik University College

Abstract the point on the gamut with the same hue and the most extreme

Gamut mapping algorithms are currently being developed chroma).
to take advantage of the spatial information in an image te im Compression algorithms differ from clipping algorithms in
prove the utilization of the destination gamut. These atgors ~ that they also change at least some of the colors that areeon th
try to preserve the spatial information between neighbppix-  inside of the destination gamut. In order to achieve thisy tiyp-
els in the image, such as edges and gradients, without sagfi ically utilize the source gamut as well as the destinatiomwfa
global contrast. Experiments have shown that such algorith ~ The parts of the source gamut that need to be mapped can then
can result in significantly improved reproduction of someges ~ be compressed, e.g., by using a knee function that leavesscol
compared with non-spatial methods. However, due to theéadpat close to the color space center unchanged, but uses a peyeent
processing of images, they introduce unwanted artefacenwh ©f the available gamut to linearly compress extreme coldis.
used on certain types of images. In this paper we perforncbasi ferent compression approaches have been proposed, ubyally
image analysis to predict whether a spatial algorithm igljkto ~ changing the compression type to a non-linear step. A furthe
perform better or worse than a good, non-spatial algorit@ur improvement is the use of the image gamut instead of the sourc
approach starts by detecting the relative amount of areahén ~ device gamut to limit the amount of compression necessdry [1
image that are made up of uniformly colored pixels, as well as ~ The concept of image-dependent algorithms has later been
the amount of areas that contain details in out-of-gamutare ~ €xpanded to utilize the spatial information in the image. eWh
A weighted difference is computed from these numbers, and weeople are asked to judge the quality of image reproductibes
show that the result has a high correlation with the observed amount of details present in the reproduction is well knoan t
formance of the spatial algorithm in a previous psychoptslsi ~ Pe an important factor [3, 4]. Spatial GMAs try to balance the
experiment. two contradictory goals of maintaining color accuracy aochl

detail. The concept was introduced by Meyer and Barth [5], an
Introduction and background Egrthe;vx;orkoc;n this subject has been done by several rese@rc
,7,8,9,10].

When an Image 1S reproduced by a dgwce, the colors that Kolas and Farup [11] introduced a spatial GMA that uses an

can be used are limited by the characteristics of the deibe. edge-preserving filter to process an image containing thpint

colorgamut\(l)\;r? dewge IS the.rangg of COIOLS tha;[ the de‘ﬂf‘e Cd distances of the original image pixels. The reproductioagmis
reproduce. en an image is to be reproduced on another depq, created as a convex combination of the original pixigrso

vice, itis necessary 10 aPp'y a gamL_Jt maPping algorithm (GMA and grey, using the distance image as weights. Due to theprop
to compensate for the differences in their color gamuts.s&he ¢ ot he filter(decreasing, edge preserving), the rieginage

algorithms use a gamut boundary descriptor (GBD) to repte_se is guaranteed to be within the destination gamut while gitérg
the extent of the color gamuts. The GMA must transform the im- to preserve edges

age so that all the colors are within the destination gamhiiew Farup et al. [12] proposed an algorithm based on a multi-

trying to give a reproduction that is pleasant to look at and& scale image representation, which performs gamut mapging o

c_urate (close to the original) as po_ssit_)lg. The algoritheredrto the scaled images at increasing dimensions. In accordaitice w
find a good balance between maintaining global and local €ON13] we will refer to this as the Gatta algorithm

trast in the images, so that details are still visible in ggroduc-
tion and the images don’t appear to be too bland. Motivation

The performance of gamut mapping algorithms has beenthe  There are two main reasons why printer drivers and color
focus of extensive research. Morovic and Luo have made a surmanagement systems do not employ spatial algorithms when
vey of the various point-based algorithms [1, 2] availatiléhe processing images:
time. They divided the basic algorithms into two major greup
gamut clipping and gamut compression algorithms. The clip- * The algorithms give a particularly poor result when theg ar
ping algorithms do not change colors that are on the inside of ~ used on certain types of images
the destination gamut, while the colors that are on the detzie
moved onto the gamut surface. There is a wide variety of slich a
gorithms, differentiated by the direction in which they redhe
colors. Hue-preserving minimum delta E (HPMINDE) clipping While spatial algorithms by their nature add some complex-
performs all movement in the hue plane of the color that ghoul ity to the calculations, there are several spatial algorithhat
be clipped, and the color is moved to the position on the gamutcould process images relatively fast using an optimizedemp
surface that is closest to the source color. A differentpifig al- mentation. However, while spatial algorithms show bettr p
gorithm moves colors towards the color space center, wkilero  formance on some images, this is negated by their poor perfor
variants clip towards the point on the lightness axis withshme  mance on other images. The spatial algorithms introduee art
lightness as the cusp of the destination gamut (the cusm beinfacts, some of which can be seen in the experimental images in

* They are slower than conventional methods, since they have
to adapt to the image content



Results for test images by GMA
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Figure 1. GMA score per image. Figure courtesy of Fabienne Dugay.

this paper. Farup et al. [12] investigate some of thesetsffand ~ Method and experiment

show that they still constitute a serious impediment to &eegal We constructed an image based on previous experience with
use of spatial GMAs. spatial GMAs and their properties. The image in Figure 2 is a
document containing both computer generated graphicsvemd t

. . captured images that were a part of the psychophysical exper
We knew that an experiment had previously been performediment_ The spatial algorithms perform better than poirgeloth

by Fabienne Dugay [13, 14], in which several point based andalgorithms when used on these images separately, but tee oth

spatial GMAs had been compared. Three spatial and two IOo'm'parts of the document cause problems. Several artefacts-are

_based GMAs were “Se‘?' on 20 Qiﬁerent images. The reSUItingtroduced into the image by the spatial GMAs, including a halo
images were then used in a ranking experiment on paper, &s WeE1round the star. Figure 3 illustrates this problem, and agoer

as a pair comparison expgriment on screen. 20 observe'rsi-pa_rt trying to reproduce this document will complain that thecdhal
pat_e(_j, and were asked to judge th_e accuracy of the reprodacti has changed the appearance of the star into a sun with spikes.
This is one of the few psychophysical experiments that haeab We start by suggesting a method to determine which parts
performed for gamut mapped images that involve relativedypyn ) Y sugg 9 ueh p

of the image contain features that have proven to be difffoult

images and observers, since this is a very time-consumougepr il algorith Identifvi he | i i
dure. One of the conclusions [14] was that the choice of image ;patla algorithms. ldentifying t € large, uni orm.areast €
had a great impact on the result, since the algorithms showedMag® that have been created using a computer is necessary to

significantly different performance on the images used énetk avoid applying a spatial algorithm to areas of this type. Gatta

periment. Figure 1 illustrates the performance of the GMAs o algorithm, similariliy to other spatial GMAs, often introdes
each separate image spatial artefacts when used on such areas. We introduceeh nov

approach to detecting this problem. First, every squarsisting
of 4 pixels in in the image is inspected. If a pixel belongsutohs
In particular, the Zolliker [15] spatial GMA performed ei- an area where the colors of the four pixels are almost edusl, t

ther very well or very poorly for the individual images. Aftiae pixel value is set to black. We define almost equal as no pixel
experiment, some issues were discovered regarding theeimpl Mmay have a larger RGB difference from the average color than 1
mentation of this algorithm. Because of this, we will disxety ~ Otherwise, the pixel value is set to white.
the Zolliker algorithm in the following discussion. The twther Figure 4 is the result of performing this operation on the
spatial GMAs, Kolas [11] and Gatta [12], display similante  image. To create completely filled areas and reduce the amoun
dencies in their performance on the various images. Theg hav of noise in this black and white image, a mathematical mdrpho
superior performance on source images containing a lottaflde  ogy [16] technique known as dilation is applied. This rensove
in the dark ares of the images. By taking advantage of the spamost of the small patches of two by two equal pixels in othsewi
tial image information, the global contrast of the imageettdr non-uniform areas. Afterwards, we count the number of pixel
while details are preserved. The clipping algorithm useéhma in connected areas of pixels which are either black or white.
tains global contrast, but the loss of all detail in out-affgut the number of pixels in such an area is small, the pixel values
image areas is not preferred by the observers. are inverted. Equation 1 shows the sequence of the opesation



Figure 3.  Artefacts introduced by the Gatta GMA. The star suffers from a
halo effect.

We first compute the difference between the original image
and a reproduction that has been clipped to the device gamut.
All pixels that have had their values changed by the clipgihg
gorithm are out-of-gamut, and we use a thresholding opmrati
whereBlock is the initial block detection, anthv refers to the  on the difference image to set such pixels to white.
conditional invertion of small areas of connected pixels.

Figure 2. Our test image

loog = T hresholdClip(loriginal — loriginal )) 3)
luniform = |nV(D”ate(Blocmoriginal))) (1)
We define details to be high-frequency information in the
The result of applying this algorithm to our constructed im- image. After experimenting with different edge detectiom a
age is shown in Figure 5. The areas of the two natural images hahigh-pass filters, we decided to use a Gaussian filter witlusad
for the most parts been correctly identified. The amusemankt p 5 and subtract the original image to detect areas contasuiob
image has several large ares of pixels which have been dijgpe  details.
black, but are mistakenly identified by the algorithm as cotep

generated graphics. However, while these areas are natgede Ihigh—pass= Gaussiafilgriginal) — loriginal (4)
on a computer, they still represent parts of the image whacise
problems for spatial algorithms. As such, the inclusionhefse The high-pass filtered image is then used to process the

areas with the computer generated graphics can be corgsidere thresholded image, setting each pixel which is not near aildet
benefit when trying to choose a GMA for this image. Whether (pixel distance larger than 5) to black. The remaining waitsas
the uniform areas consist of colors that are on the insidéef t are then per our definition out-of-gamut areas containingilde
gamut is largely irrelevant, since the spatial algorithrasena Our choice of radius is based on our training data, and walbpr
tendency to change the color of pixels even when they arérwith ably vary with the resolution of the device used to reprodhee
the gamut. After the uniform areas have been detected, we comimage, as well as the viewing distance.

pute the relative amount of uniform pixefgniform by counting

the number of white pixels and dividing by the count of total looga = T hresholdloog, Ihigh- pass (5)

pixels in the image in Equation 2.
Finally, the amount of out-of-gamut pixels with details

Auniform = Cwhite(luniform) /C(loriginal) 2 nearby is computed relative to the total number of pixels.

As suggested by Dugay [14], the Gatta algorithm seems to Aoogd = Cuhite(loogd) /C(loriginar) (6)
perform better on images with a lot of detail in dark areasv-Ha
ing looked at the destination gamut, it seems reasonabiehtha We will now suggest an overall method for predicting the

good performance on details in dark areas is explained by theperformance of a spatial GMA based on the image content. Due
poor ability of the printer to reproduce dark colors. We #ier to the problems with the Zolliker images explained in the-pre
fore extend this hypothesis to claim that the spatial ators vious section, we will concentrate on the Gatta and Kolgs-al
perform better on images where there is a lot of detail iniygav  rithms. Calculating the correlation between the score eftiyo
out-of-gamut areas. This seems plausible, since this ibie algorithms on the images shows that they behave very signilar
main motivations for extending GMAs to the spatial domainrO  However, the Gatta algorithm performs better on average tha
approach to identify such areas combines a threshold operat the Kolas algorithm, therefore we will choose Gatta as @ar s
with a high-pass filter. tial GMA. Our findings are also relevant for the Kolas algjom.



Blocks of pixels with uniform color have been detected.

Further processing leaves only the areas of the two images.

We propose that the general performance of the algorithm
depends on the relative amount of the two previously specifie
types of areas in the image. Our two approaches are combined
into a single model in order to try to predict whether a spatia
algorithm should be applied to an image. We create a predic-
tor for the performance of the spatial GMAs by detecting the
two different types of pixel areas in the image and compuéing
weighted sum as follows in Equation 7. Here, the predicted pe
formancePpreq is the weighted sum of the relative pixel area with
uniform color and the relative area with uniform color in the
age. Our model gives a good fit with the observed performance
usingw = 1.27.

Pored = Aoogd — W* Auniform (7)

Further analysis shows that there is a strong correlatien be
tween this predictor and the Z-score of the Gatta algoritbm f
the 20 images used in the experiment. A correlapoof 0.89
has been calculated. More importantly, the images where the
Gatta algorithm performs quite well or poorly can generaity
identified. The predictor fails for one of the images in thpexx
iment, because the Gatta algorithm performs well on an image
which contains a large area of uniform color. This exceptian
probably be explained by the small gradient values surriognd
this area, since the halo artefacts mostly occur when tHerami
areas are surrounded by sharp edges. Taking this into agcoun
an even better fit with the Z-score could be achieved.

Conclusions and future work

The previous psychophysical experiment suggested that
spatial GMAs perform poorly on content where there are large
uniform areas, in particular synthetically generated iezaglue
to the generation of visual artefacts. Spatial GMAs do impro
the mapping of images that have a lot of detail in areas tteat ar
outside the destination gamut. We have successfully arploi
these suppositions to create a model that with some accigacy
able to predict the performance of a spatial GMA. This makes
the practical application of such algorithms more feasible

The correlation between our suggested model and the Z-
score of the Gatta algorithm can be further improved by agldin
some detection of whether the uniform areas in the images are
surrounded by hard edges or gradients. This could be done by
using an edge detection filter, and using erosion/dilatmget
some overlap between the edge and the uniform area. If there i
no overlap between the edges and the borders of the area, you
can assume that there is a gradual transition. The area tharid
be processed by a spatial algorithm and still give a goodaVisu
result. A new psychophysical experiment is also desireetify
the model on independent test data.
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